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LLMs find long-tailed social situations (e.g. 
moral exceptions) more challenging.

LLMs perform better on static writing tasks 
(single-turn) than on interactive tasks (multi-turn).

Introduce consistency to non-standard definitions of Social Intelligence in AI Systems 
Organize diverse datasets focusing on isolated dimensions

Paper

Fewer datasets on situational 
intelligence (moral values and social 
norms) and multiple intelligence types.

More static datasets 
than interactive ones.

Fewer datasets on 
multi-party modeling.

Claude-v2 GPT-4 Llama2-13B

NormBank 52.5 60.8 40.0

MoralExceptQA 47.3 50.0 33.1

Claude-v2 GPT-4 Llama2-13B

Positive Reframing 83.5 96.2 92.0

CounselChat 62.6 93.5 84.6

F1 scores

% preferred to texts written by human

● Specific, nuanced, and long-tailed social situations.
● Better coverage on language, culture, countries, user 

groups and domains.

iData Contenti  

● Higher interactivity in data and evaluation.
● Undergo dynamic evolution to capture social changes.

● Interdisciplinary, expert annotation.
● Active paradigm of dataset construction

iData Structurei  

iData Collectioni  

Increasing usage of AI 
in dataset curation.

Higher degree of AI 
adoption in generation 
than annotation.

iInteractivityi  

iUse of AIi  

● Human-in-the-loop collaborative workflow


